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What you need to know about the IUPUI School of Science brand.
Working with new brand guidelines can be challenging; this document will help with a basic understanding.

Why is branding important? Branding creates a unique name and image for IUPUI in the public’s mind, 
mainly through advertising campaigns. This consistent theme attracts and inspires instant recognition and 
loyalty from our alumni, students, faculty, staff and community.

When do we follow branding guidelines? We must follow a consistent brand in all materials that the 
public sees, including the website, brochures, letter, invitations, department signage, flyers and research 
posters.

What brand guidelines do I need to be aware of? This document will walk you through uses of the 
trident, lockups, official signatures, fonts and colors.

Lockups
These lockups allow for a broad range of use while creating 
consistency. Approved lockups are positioned both 
horizontally and vertically. They cannot be altered. Each 
department has a lockup that can be found on the Intranet 
and downloaded. Old logos =29?6. no longer be used. 

Colors and fonts
PRIMARY COLORS
For marketing purposes, our primary colors are crimson and 
black (since we are a Purdue school). Crimson and black are 
the visual anchors and should be dominant in all marketing 
materials.

SECONDARY COLORS
The secondary color palette is designed to provide creative 
flexibility. Limestone, gold, mint, midnight, and majestic 
all have corresponding tints and shades we can use 
occasionally.  The entire color palette can be downloaded 
from the brand website. You can also find the PMS, CMYK 
and HEX values there.

Crimson

Light Crimson

Dark Crimson

Limestone

Gold

Mint

Midnight

Majestic

Mahogany

Black

Lockups and backgrounds
Primary lock-up (crimson tab with white text) 
     Use on darker backgrounds & images 
     Should be used in most circumstances

Reverse tab lock-up (white) 
     Should only be used on a black or crimson backgrounds

Reverse tab lock-up (black) 
     Should only be used on white backgrounds Photos

Photos should be current, use real people, be natural and 
spontaneous, be clutter free and be single subject focused 
as much as possible. 

Email signature
Create your custom 
IUPUI email signature 
on the brand website 
and copy and save it to 
Outlook in Preferences 
under Signatures.

Our formal identity
The IU brand includes the traditional campus signatures 
that have identified Indiana University and its campuses for 
years. Although the lockups do not include the reference 
to “Indiana University-Purdue University Indianapolis” as of 
July 1, the official signatures do.

These official signatures should be used only on formal 
items, such as stationery, official documents like business 
cards, and any ceremonial materials. They can be 
downloaded from the brand website.

Resources
Branding details, lockups, signatures, color downloads, font downloads, and even design templates can be found at 
brand.iu.edu.  Department lockups can also be found at science.iupui.edu/intranet. If you have any questions, don’t 
hesitate to contact Lauren Kay, Executive Director of Marketing & Media Relations at laurenk@iupui.edu.

FONTS
Fonts add visual strength to our brand identity. Official fonts 
can be downloaded on the brand website. Use Benton Sans, 
Georgia Pro, or Salvo Serif.
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Padé Approximation

Let F (z) be a holomorphic at∞:

F (z) = f0 +
f1

z
+ · · ·+ f2n

z2n
+
f2n+1

z2n+1
+ · · ·

We would like to find a rational function of type (n, n) such that

Pn(z)

Qn(z)
= f0 +

f1

z
+ · · ·+ f2n

z2n
+O

(
1

z2n+1

)
.

The right way to approach this problem is to solve the linear system

Rn(z) := (QnF − Pn)(z) = O
(

1

zn+1

)
.

This system always has a non-trivial solution and [n/n]F (z) := (Pn/Qn)(z)

is unique. It is called the n-th diagonal Padé approximant. The denominator
Qn(z) is normalized to be monic and of minimal possible degree.



Markov Functions

Let µ be a positive Borel measure with infinite compact support in R. Set

Fµ(z) :=

∫
dµ(x)

z − x ,

which is known as a Markov function. The Cauchy and Fubini-Tonelli
theorems yield that

∫
xmQn(x)dµ(x) = 0, m ∈ {0, . . . , n− 1}.

The denominator of the n-th diagonal Padé approximant is the n-th monic
orthogonal polynomial with respect to µ.

Theorem (Markov)

Fµ(z)− [n/n]Fµ(z) ⇒ 0

on closed subsets of the complement of the convex hull of µ.



Szegő Theorem

Let w(z) :=
√

(z − a)(z − b) be holomorphic away from [a, b] and w(z) ∼ z
around infinity. Measure µ belongs to the Szegő class on [a, b] if

∫
log µ̇(x)dx > −∞, dµ(x) =

µ̇(x)dx

|w(x)| + dµs(x),

where µs is singular to the Lebesgue measure. The Szegő function is given by

Sµ̇(z) := exp

{
w(z)

2πi

∫ b

a

log µ̇(x)

x− z
dx

w+(x)

}
.

It is a non-vanishing analytic function off [a, b] such that |Sµ̇±(x)|2 = µ̇(x).

Theorem (Szegő)

Fµ(z)− [n/n]Fµ(z) = (2 + o(1))
S2
µ̇(z)

w(z)
ψ2n(z)

locally uniformly in C \ [a, b], where ψ(z) = 2
b−a

(
z − b+a

2
+ w(z)

)
is

the conformal map from C \ [a, b] to D with ψ(∞) = 0 and ψ′(∞) > 0.



Multipoint Padé Approximants

It might be interested to distribute interpolation point according to some rule
rather than putting all of them at infinity. Let

En :=
{
e1, . . . , e2n

}
⊂ C \ [a, b]

be an interpolation multi-set (interpolation points can coincide). Set

Vn(z) :=
∏

e∈En,e 6=∞

(z − e).

We would like to find Pn(z), Qn(z) so that Rn(z) is analytic off [a, b] and

Rn(z) =
(QnFµ − Pn)(z)

Vn(z)
= O

(
1

zn+1

)
.

Again, the solution corresponding to the monic denominator of the smallest
degree is unique. We write [n/n;En]Fµ(z) := (Pn/Qn)(z).



Szegő Asymptotics

As in the case of classical Padé approximants it holds that

∫
xmQn(x)

dµ(x)

Vn(x)
= 0, m ∈ {0, . . . , n− 1}.

Theorem (Totik / Calle Ysern-López Lagomasino / Stahl)

Let µ be a Szegő measure on an interval [a, b] and {En} be a sequence
of conjugate-symmetric interpolation multi-sets such that

lim
n→∞

∑
e∈En

(
1− |ψ(e)|

)
=∞.

Then it holds locally uniformly in C \ [a, b] that

Fµ(z)− [n/n;En]Fµ(z) = (2 + o(1))
S2
µ̇(z)

w(z)

∏
e∈En

ψ(z)− ψ(e)

1− ψ(z)ψ(e)
.



L2
R-best Rational Approximants

LetRn be the set of rational functions with real coefficients of type (n− 1, n)

with all the poles in D and f(z) be a conjugate-symmetric function analytic
off K ⊂ D, f(∞) = 0. A function rn(z) ∈ Rn is L2

R-best rational approximant

‖f − rn‖2 = inf
r∈Rn

‖f − r‖2,

where ‖h‖2 =
∫
T |h(τ)|2|dτ |. The best approximant always exists and has

exactly n poles, however, it might not be unique.

The results that follow equally apply to locally best approximants or even
critical points in rational approximation problem.

Theorem (Levin)

Let rn(z) be a critical point and {z1, . . . , zn} be the poles of rn(z). Set

En :=
{

1/z1, 1/z1, 1/z2, 1/z2, . . . , 1/zn, 1/zn
}
.

Then rn(z) = [n/n;En]f (z).



The Condenser Szegő Function

Let [a, b] ⊂ (−1, 1) and w̃(z) = zw(1/z). Let µ be a Szegő measure on [a, b].

Gµ̇ = exp

{∫
log µ̇(x)

Λ[a,b]dx

|(ww̃)(x)|

}
,

where the measure Λ[a,b]dx/|(ww̃)(x)| has mass 1 (equilibrium distribution
of the condenser ([a, b],T)). The condenser Szegő function is given by

Dµ̇(z) := exp

{
(ww̃)(z)

2πi

∫ b

a

1− 2xz + x2

(x− z)(1− xz) log

(
µ̇(x)

Gµ̇

)
dx

(w+w̃)(x)

}
.

The function Dµ̇(z) is non-vanishing and analytic in C \
(
[a, b] ∪ [a, b]−1

)
, its

argument has zero increment along T and |Dµ̇(τ)| ≡ 1 for τ ∈ T. Moreover,
its traces exist almost everywhere on [a, b] ∪ [a, b]−1 and satisfy

Gµ̇|Dµ̇±(x)|2 = µ̇(x), x ∈ [a, b],

Gµ̇/|Dµ̇±(x)|2 = µ̇(1/x), x ∈ [a, b]−1.



Szegő Asymptotics

Define

ϕ(z) := exp

{
πΛ[a,b]

∫ z

1

ds

(ww̃)(s)

}
.

This is the conformal map of C \
(
[a, b] ∪ [a, b]−1

)
onto the annulus

{z : % < |z| < 1/%}, where % := ϕ(b).

Theorem (Baratchart-Stahl-Wielonsky)

Let {rn(z)} be a sequence of critical points in L2
R rational approxima-

tion of Fµ(z), where µ is a Szegő measure supported in (−1, 1). Then

Fµ(z)− rn(z) = (2Gµ̇ + o(1))
D2
µ̇(z)

w(z)

(
%

ϕ(z)

)2n

.

holds locally uniformly in C \
(
[a, b] ∪ [a, b]−1

)
.



Measures

Let now supp(µ) = ∪g+1
i=1 [ai, bi] =: ∆ and

w(z) :=
√

(z − a1)(z − b1) · · · (z − ag+1)(z − bg+1)

be such that w(z) ∼ zg+1 near infinity. Consider measure of the form

dµ(x) = − 1

πi

ρ(x)dx

w+(x)
,

where ρ(x) is real-valued and non-vanishing. Further, let m(x) be a monic
polynomial of degree g with exactly one zero in each gap of ∆. Set

µ̇(x) := ρ(x)/m(x).

Assume that µ̇(x) is a positive function and there exists p > 4 such that

∫∫
∆×∆

∣∣∣∣ log µ̇(x)− log µ̇(y)

x− y

∣∣∣∣p dxdy <∞.



Multi-Interval Blaschke Products

Given e ∈ C \ [a1, bg+1], let me(z), be such that

1

2πi

∫
|s−e|=r

me(s)

s− e
ds

w(s)
= 1,

∫ ai+1

bi

me(x)

x− e
dx

w(x)
= 0,

where |s− e| = r is positively oriented and is exterior to ∆. m∞(z) is defined
similarly with (s− e) replaced by 1 and |s| = r negatively oriented. Define

ψn(z) := exp

{∑
e∈En

∫ z

bg+1

me(s)

s− e
ds

w(s)

}
,

where again s− e is replaced by 1 if e =∞ and En is conjugate-symmetric.

The functions ψn(z) is analytic in C \ [a1, bg+1] and a has a zero at
each e ∈ En of order equal to the multiplicity of e in En. It holds that
|ψn(z)| < 1, z 6∈ ∆, |ψn±(x)| ≡ 1, x ∈ ∆, and

ψn+(x) = ψn−(x)e−4πiωn,k , x ∈ (bk, ak+1),

for some constants ωn,k ∈ [0, 1) with an explicit integral expressions.



Multi-Interval Szegő Function

Given a measure µ as described, let

Sµ̇(z) := exp

{
w(z)

2πi

[∫
∆

log µ̇(x)

x− z
dx

w+(x)
−

g∑
i=1

∫ ai+1

bi

2πicµ̇,i
y − z

dy

w(y)

]}

for some constants cµ̇,i with an explicit integral expressions.

The function Sµ̇(z) is analytic in C \ [a1, bg+1]. It holds that

|Sµ̇±(x)|2 = µ̇(x), x ∈ ∆,

and
Sµ̇+(x) = Sµ̇−(x)e−2πicµ̇,k , x ∈ (bk, ak+1).



Adjustment Functions

There exists a family {Tn(z)} of analytic and non-vanishing functions
that is normal in C \ [a1, bg+1], |Tn±(x)| ≡ 1, x ∈ ∆, and

Tn+(x) = Tn−(x)e4πi(cµ̇,k+ωn,k), x ∈ (bk, ak+1).

Each Tn(z) can be meromorphically continued through each gap
(bk, ak+1) and any continuation will have a simple pole at each zero
of m(x) and also an additional simple pole/zero.

The functions Tn(z) are constructed as ratios of Riemann theta functions. The
locations of unspecified poles/zeros are determined by a certain Jacobi
inversion problem.



Szegő Asymptotics

Theorem (Ya.)

Let µ be as described and {En} be a sequence of conjugate-symmetric
interpolation multi-sets separated from ∆. Then it holds locally uni-
formly in C \ [a1, bg+1] that

Fµ(z)− [n/n;En]Fµ(z) = (2 + o(1))
(
Tnψn

)
(z)

(
mS2

µ̇

)
(z)

w(z)
.



Multi-Interval Condenser Map

Let w̃(z) = zg+1w(1/z). Define

ϕ(z) := exp

{
π

∫ z

1

u(s)ds

(ww̃)(s)

}
,

where u(x), deg(u) = 2g, is a symmetric polynomial such that∫
∆

u(x)dx

(w+w̃)(x)
= i,

∫ ai+1

bi

u(x)dx

(ww̃)(x)
= 0.

This function is holomorphic in C \
(
[a1, bg+1] ∪ [a1, bg+1]−1

)
. The

increment of its argument along the unit circle is equal to 2π and
|ϕ(τ)| ≡ 1, τ ∈ T. Moreover,

|ϕ(x)| ≡ %±1, x ∈ ∆±1, % := ϕ(bg+1) < 1.

Finally, there exist constants ωk, with explicit integral expressions,
such that

ϕ+(x) = ϕ−(x)e−2πiωk , x ∈ (bk, ak+1).



Multi-Interval Condenser Szegő Function

Given a sufficiently smooth function λ(x), let

Dλ(z) := exp

{
(ww̃)(z)

2πiu(z)

[∫
∆

K(z;x) log

(
λ(x)

Gλ

)
u(x)dx

(w+w̃)(x)
−H(z)

]}
,

where K(z;x) := (1− 2xz + x2)/(x− z)(1− xz) and

H(z) :=

g∑
i=1

∫ ai+1

bi

2πiκλ,iK(z; y)
u(y)dy

(ww̃)(y)

for some constants Gλ and κµ̇,i with an explicit integral expressions.

Dλ(z) is holomorphic in C \
(
[a1, bg+1] ∪ [a1, bg+1]−1

)
. It has zero

increment of its argument along the unit circle and |Dλ(τ)| ≡ 1, τ ∈ T.
Moreover,

Gλ|Dλ±(x)|2 = λ(x), x ∈ ∆,

and Dλ(1/z) = 1/Dλ(z). Finally, it holds that

Dλ+(x) = Dλ+(x)e−2πiκλ,k , x ∈ (bk, ak+1).



Szegő Asymptotics

Let {rn(z)} be a sequence of critical points in L2
R rational approximation of

Fµ(z). Write rn(z) = [n/n;En](z). Let {xn,1, . . . , xn,g} be points coming
from Jacobi inversion problem associated with µ and En. Define

mn(z) =

g∏
k=1

(z − xn,k) and Bn(z) :=
∏

poles of Tn

z − xn,i
1− xn,iz

Theorem (Ya.)

Let dµ(x) = − 1
πi
ρ(x)dx
w+(x)

, where |ρ(x)| ∈W p
1 , p > 4. Set

λn(x) := ρ(x)B2
n(x)/mn(x)

and denote by dn the number of factors in Bn(z). Then it holds that

Fµ(z)− rn(z) = (2Gλn + o(1))
mn(z)

B2
n(z)

D2
λn(z)

w(z)

(
%

ϕ(z)

)2(n−dn)

locally uniformly in C \
(
[a1, bg+1] ∪ [a1, bg+1]−1

)
.


